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Introduction

After a brief empirical definition of magnetic domains in this chapter the historical
development of the knowledge of magnetic microstructure is outlined. This discus-
sion is used to introduce the basic facts about domains.

1.1 What are Magnetic Domains?

Today it is easy to answer this question by reference to direct observation.
Figure 1.1 shows the magnetic microstructure in the field-free state of different
magnetic samples made visible with the help of polarization optics. In all
cases, uniformly magnetized regions, so-called domains, are observed to appear
spontaneously within otherwise unstructured samples.

Fig. 1.1. Domains observed with magneto-optical methods on homogeneous mag-
netic samples. (a) Images from two sides of an iron whisker, combined in a computer
to simulate a perspective view (sample courtesy R.J. Celotta, NIST). (b) Thin film
NiFe element (thickness 130 nm) with a weak transverse anisotropy (sample courtesy
M. Freitag, Bosch). (c) Faraday effect picture of domains in a single-crystal garnet
film with perpendicular anisotropy, together with a schematic of the magnetization
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tals. When they were later observed experimentally [28], this was considered
a striking success of domain theory.

Landau and Lifshitz as well as Néel had studied large crystals with weak
anisotropies in which the assumption of completely flux-closed domain struc-
tures (“pole avoidance”) is well justified (Fig. 1.4a, b). Thus the explicit calcu-
lation of the stray field energy was not necessary. (Lifshitz [24] did, however,
calculate the energy of the internal fields in his branched structures.) In small
specimens or in uniaxial crystals with large anisotropy open structures as in
Fig. 1.4c, d are expected; they were first calculated by Kittel [29, 30].

Meanwhile, experimental methods had improved considerably. Powder had
been replaced by finer colloids [31]. Arbitrary samples were replaced by well
oriented crystals, and after preparing an undamaged crystalline surface it
became possible to obtain meaningful pictures. In the famous article by
Williams, Bozorth and Shockley of 1949 [32] the identity between the domains
of domain theory and the observed magnetic microstructure was convincingly

Fig. 1.4. The more or less flux-closed patterns
of low-anisotropy cubic particles (a) and (b),
compared to the open domain structures for
high-anisotropy uniaxial particles (c) and (d)
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26 2 Domain Observation Techniques

Fig. 2.10. The polar (a) and the longitudinal (b) magneto-optical Kerr and Fara-
day effects. RN is the regularly reflected electric field amplitude. The magneto-
optical amplitudes RK and RF can be conceived as generated by the Lorentz
motion vLor. The polar effects would also occur for a vanishing angle of incidence ϑ0,
and they are largely independent of the direction of polarization E (chosen parallel
to the plane of incidence). The longitudinal effects, shown here also for the parallel
polarization case, increase proportional to sin ϑ0

Fig. 2.11. The longitudinal effects for perpendicular polarization (a), and the trans-
verse effect (b). The magnitude of the longitudinal effects is the same here as in the
case of Fig. 2.10b, but of opposite sign. In the transverse case, only parallel polar-
ization yields an effect, and only in reflection. In transmission there is no transverse
effect for either polarization. Both effects require a non-vanishing angle of incidence

transmitted beam direction. The sense of rotation is opposite in the two cases.
For ϑ0 = 0◦ the Lorentz force either vanishes (Fig. 2.10b), or points along the
beam, thus not generating a detectable radiation (Fig. 2.11a).

For transverse orientation (Fig. 2.11b) in which the magnetization is per-
pendicular to the plane of incidence, no magneto-optical effect occurs in trans-

D = "(E+ iQM⇥E)

weak'(but'detectable)'dependence'on'the'magnebzabon'of'the'opbcal'constants'
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electrons'are'deflected'by'the'Lorentz'force''
2.4 Transmission Electron Microscopy (TEM) 51

Fig. 2.25. Electron deflection in the shadow, or “Fresnel” mode (a). The microscope
is focused some millimetres below the sample. (b) Optical analogue of (a)

the Lorentz force, it is called defocused mode Lorentz microscopy, or more
specifically Fresnel -mode Lorentz microscopy because of the similarity of the
mechanism with that of the optical Fresnel interference experiment.

In the discussion of the defocused mode the wave-optical aspect is partic-
ularly useful. In this point of view the magnetization influences the phase of
the electron wave. Defining B0 as the average component of B perpendicular
to the beam, and sb as the beam direction, the phase variation can be written
in the simple form [255, 256]:

gradϕe =
(

2πqe
D

h

)
B0 × sb (2.15)

where ϕe is the phase of the electron wave, D is the film thickness and h is
Planck’s constant. A uniformly magnetized domain thus corresponds in optics
to a glass plate with a linearly varying thickness, as shown in Fig. 2.25b.
Such an optical model reveals an equivalence between the classical aspect
(refraction by the prism) and the wave-optical aspect (the phase object).
In the wave-optical formulation quantitative calculations of contrast for a
given magnetization distribution, including electron interference effects, can
be performed [257].

Electron diffraction fringes appear, for example, in the “convergent” wall
image of the Fresnel mode if a well localized, coherent electron source is used
(Fig. 2.26). Such a complicated pattern carries only indirect information about
the wall structure between two domains. (In the optical model of Fig. 2.25b,
the wall structure corresponds to the shape of the prism edges.) If models
of walls or other micromagnetic structures are available, the comparison of
observations with wave-optical calculations can test their validity [258–260],
but in general it is not possible to see micromagnetic features immediately in
the defocused mode of Lorentz microscopy.

Perhaps the only exception is the asymmetry of Bloch walls that shows
up in the “divergent” wall image of single-crystal films as demonstrated first
by Tsukahara (Fig. 2.27; in the convergent wall image the asymmetry is less
obvious. Single-crystal pictures contain, in addition to the magnetic contrast,

F
Lorentz

= q(v ⇥B)
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tude of the exchange splitting was studied as a function
of temperature for Gd!0001", Tb!0001", and Dy!0001"
surfaces by means of variable-temperature STS !Bode,
Getzlaff, et al., 1998, 1999; Getzlaff et al., 1998; Berbil-
Bautista et al., 2007". Spatially resolved SP-STM studies
were performed on surfaces of Gd!0001" and, more re-
cently, Dy!0001" thin films. Figure 17 shows simulta-
neously recorded topographic and magnetic maps of a
Dy!0001" thin film grown layer-by-layer on a W!110"
substrate. While the constant-current STM topograph in
Fig. 17!a" reveals a relatively smooth surface structure
with atomically flat terraces together with a few surface
steps and some dislocations, the spectroscopic SP-STM
image in Fig. 17!b" shows the magnetic domains with
sharp transitions !magnetic domain walls" between
them. Since the magnetic anisotropy of the Dy film is in
plane, an in-plane-sensitive magnetic probe tip had to be
used in order to achieve a high spin contrast. Both Cr-
and Dy-coated W tips were successfully applied. A con-
ventional spectroscopic STM image obtained with a
nonmagnetic W tip showed no domain contrast at all.

The observed six different contrast levels in the mag-
netic SP-STM image of Fig. 17!b" result from the six
equivalent in-plane directions of the local sample mag-
netization reflecting the sixfold symmetry of the under-
lying hexagonal crystal lattice structure of the Dy film.
For a given tip magnetization direction !quantization
axis" this leads to six different projections #described by
the cosine function, reflecting the dependence of the
spin-polarized tunneling current on the angle between
the tip and sample magnetization directions; see Eq.
!22"$, which can be identified in the histogram of the
measured values of the spin-resolved dI /dU signal
across the entire image #see Fig. 17!c"$. The very sharp
transitions between the observed magnetic domains re-
sult from the relatively high magnetic anisotropy k of
the Dy film leading to very narrow domain walls, ac-
cording to

w = 2!A/k"1/2, !35"

where w is the width of the domain wall and A is the
exchange stiffness. Figure 18 shows a spectroscopic SP-
STM image of a 60 ML thick Dy!0001" film as obtained
with a Cr-coated W tip. Various types of domain walls
!60°, 120°, and 180° walls" are observed, which are iden-
tified as Néel walls having widths of 2–5 nm !Berbil-
Bautista et al., 2007".

2. Ferromagnetic transition-metal single crystals and thin
films

Surfaces of the ferromagnetic transition metals Co
and Fe have been studied intensively by SP-STM. Figure
19 shows an example of a SP-STM image of the mag-
netic domain structure at the Co!0001" single-crystal sur-
face as obtained using the modulated tip magnetization
mode !dI /dmT image". While Co has hcp structure, simi-
lar to Dy described above, the uniaxial magnetic aniso-
tropy points along the c axis, i.e., perpendicular to the

FIG. 17. !Color" Application of SP-STS for magnetic domain imaging with subnanoscale spatial resolution: a thin Dy!0001" film
!90 ML" grown epitaxially on a W!110" substrate !a" exhibits a domain structure !b" with six different in-plane orientations of the
local magnetization. !c" The six different contrast values in the SP-STM image result from the six different projections of the local
sample magnetization onto the local magnetization direction !quantization axis" of the Dy probe tip. From Krause et al., 2006.

FIG. 18. !Color" Determination of magnetic domain wall
widths. !a" Magnetization distribution of a 60 ML Dy!0001"
film as measured with a Cr-coated W tip. The relatively high
magnetic anisotropy of Dy leads to narrow magnetic domain
walls of typically 2–5 nm width, as deduced from the corre-
sponding line sections !b". From Berbil-Bautista et al., 2007.
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romagnetic ground state of the single atomic layer of Fe
on the W!001" substrate unaffected because the !antifer-
romagnetic" exchange coupling within the Fe monolayer
is much larger than the Zeeman energy contribution re-
lated to the applied field. Consequently, it is possible,
using the same tip, to switch reproducibly between a
nonmagnetic and a magnetic imaging mode by appropri-
ately aligning the tip’s magnetization direction. More-
over, by changing the direction of the externally applied
magnetic field and therefore the direction of the out-of-
plane tip magnetization, a pair of spin-resolved images
can be obtained showing the two different spin sublat-
tices of the Néel-ordered state of the Fe monolayer on
W!001" !Fig. 47". A scan window which includes an
atomic adsorbate was chosen in this case in order to
make an accurate registry between the two spin-resolved
images, thereby allowing the calculation of the corre-
sponding sum and difference images. While the sum im-
age provides information about the surface topography,
which is dominated by the adsorbate, the difference im-
age enhances the magnetic contrast. Interestingly, the
magnetic superstructure is visible even at the position of
the adsorbate, indicating that the antiferromagnetic
state of the Fe monolayer remains largely unaffected by
the presence of the adsorbate.

Larger-scale SP-STM data of the atomically resolved
antiferromagnetic Fe monolayer on W!001" reveal a per-
fect Néel-ordered state even in the presence of atomic-
scale defects !e.g., vacancies and impurities" and ferro-
magnetic second-layer Fe islands #Fig. 48!a"$. Based on
the accurate atomic-level registry between several SP-
STM images obtained at different laterally shifted posi-
tions of the sample, an extended view of the surface spin
structure in the presence of surface imperfections can be
obtained #Fig. 48!b"$. This example demonstrates the
high degree of reproducibility that can now be achieved
in atomic-resolution SP-STM investigations performed
at cryogenic temperatures.

Domain walls were found to be very rare for the Fe
monolayer on W!001". They typically occur if two ex-
tended defects are close in space. In that case, it was
possible to reveal the spin structure of a domain wall in

an antiferromagnetic system with atomic resolution
!Bode, Vedmedenko, et al., 2006". The experimental SP-
STM data were found to be in excellent agreement with
theoretical results based on Monte Carlo simulations
!Fig. 49". This example illustrates the potential of SP-
STM for revealing even complex noncollinear spin struc-
tures at the atomic level.

Recently another example of a noncollinear spin
structure was found in near-atomic-resolution SP-STM
studies of 10–15 ML films of Mn on Fe!001" substrates
!Gao et al., 2007". Using the modulated tip magnetiza-
tion mode of operation together with ferromagnetic ring
electrode probes having a well-defined in-plane magne-
tization direction, they found that the reconstructed Mn
surface formed a complex noncollinear antiferromag-
netic structure with both the size and direction of the
in-plane magnetization varying within the 0.9!1.8 nm2

large unit cell.

2. Antiferromagnetic nitrides and ferrimagnetic oxides

Near-atomic-resolution SP-STM in the constant-
current mode of operation has also been applied to
more complex material systems, such as antiferromag-
netic transition-metal nitrides and ferrimagnetic
transition-metal oxides. For instance, using in-plane-
sensitive Mn-coated W tips, the antiferromagnetically
coupled rows of Mn1 sites on the Mn3N2!010" surface
were directly revealed even at room temperature !Yang
et al., 2002; Smith et al., 2004, 2005; Yang et al., 2006".
The SP-STM images on this particular surface were
found to contain two components, the nonpolarized and
the spin-polarized contributions, exhibiting spatial peri-
ods of 0.6 and 1.2 nm, respectively !Fig. 50".

Since the early stage of SP-STM development, strong
emphasis was put on the investigation of various magne-
tite !Fe3O4" surfaces !Wiesendanger, Shvets, et al.,
1992a, 1992b, 1992c; Koltun et al., 2001; Shvets et al.,
2004; Berdunov, Murphy, Mariotto, and Shvets, 2004;
Berdunov, Murphy, Mariotto, Shvets, and Mykovskiy,
2004; Jordan et al., 2005". Bulk magnetite is expected to
exhibit the characteristics of a half-metallic ferromagnet

FIG. 47. !Color" The upper
part shows two SP-STM images
of exactly the same surface lo-
cation on a 1 ML Fe/W!001"
sample which were obtained
with the same Fe-coated W tip
magnetized by an external field
in two opposite out-of-plane di-
rections. An atomic adsorbate
was used for making an accu-
rate registry between the two
SP-STM images allowing the
calculation of the sum !topo-
graphic contrast" and difference
!magnetic contrast" images
!lower part".
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Fig. 2.56. Compari-
son of different domain
observation techniques.
Indicated are the es-
timated limits of the
properties and their
approximate range, de-
pending on the experi-
mental conditions

2.9 Comparison of Domain Observation Methods 97

Fig. 2.57. Qualitative comparison between different domain observation methods
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3.6 Domain Walls

The analysis of magnetic microstructure between the realms of phase theory
for large samples and that of small particle switching needs some knowledge of
the structure of domain walls, and this is the place to discuss them in detail.
The calculation of domain wall structure is by far the most important con-
tribution of micromagnetics to the analysis of magnetic domains. This is true
for two reasons: experimentally, domain walls are difficult to access because
they change their properties at surfaces where they can primarily be observed.
Also, it is in most cases difficult to isolate a single wall from its neighbours to
measure its properties. Usually domain walls interact in a complicated net-
work. The theoretical approach, on the other hand, is straightforward and well
founded. The calculation of domain walls is regularly the method of choice,
rather than trying to determine their energy or structure experimentally. This
is particularly true for walls that are sufficiently extended and flat, so that
they may be considered planar and one-dimensional. Such domain walls can
be calculated in a relatively easy way using the methods of variational cal-
culus, as first demonstrated by Landau and Lifshitz [22] in their pioneering
work. The treatment of two- and three-dimensional walls as they occur, for
example, in thin films is more difficult but still possible. The material pre-
sented here is in large parts an abridged and updated recapitulation of the
earlier textbook by the first author on this subject [509].

3.6.1 The Structure and Energy of Infinite Planar Walls

(A) The Simplest 180◦ Wall. Let us start with the simplest of all domain
walls, a planar 180◦ wall in an infinite uniaxial medium with negligible mag-
netostriction, separating two domains of opposite magnetization (Fig. 3.53).

If the wall plane contains the anisotropy axis, the domain magnetizations
are parallel to the wall and there will be no global magnetic charge, meaning
that the component of magnetization perpendicular to the wall is the same
on both sides of the wall. If, in addition, the magnetization rotates parallel

Fig. 3.53. The rotation of the magnetization
vector from one domain through a 180◦ wall to
the other domain in an infinite uniaxial mate-
rial. Two alternate rotation modes are shown:
the optimum mode, which is called the Bloch
wall (a), as compared to the Néel wall (b),
which is less favourable here but can be pre-
ferred in thin films and in applied fields. For
both modes the opposite rotation is equally pos-
sible
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3.6 Domain Walls

The analysis of magnetic microstructure between the realms of phase theory
for large samples and that of small particle switching needs some knowledge of
the structure of domain walls, and this is the place to discuss them in detail.
The calculation of domain wall structure is by far the most important con-
tribution of micromagnetics to the analysis of magnetic domains. This is true
for two reasons: experimentally, domain walls are difficult to access because
they change their properties at surfaces where they can primarily be observed.
Also, it is in most cases difficult to isolate a single wall from its neighbours to
measure its properties. Usually domain walls interact in a complicated net-
work. The theoretical approach, on the other hand, is straightforward and well
founded. The calculation of domain walls is regularly the method of choice,
rather than trying to determine their energy or structure experimentally. This
is particularly true for walls that are sufficiently extended and flat, so that
they may be considered planar and one-dimensional. Such domain walls can
be calculated in a relatively easy way using the methods of variational cal-
culus, as first demonstrated by Landau and Lifshitz [22] in their pioneering
work. The treatment of two- and three-dimensional walls as they occur, for
example, in thin films is more difficult but still possible. The material pre-
sented here is in large parts an abridged and updated recapitulation of the
earlier textbook by the first author on this subject [509].

3.6.1 The Structure and Energy of Infinite Planar Walls

(A) The Simplest 180◦ Wall. Let us start with the simplest of all domain
walls, a planar 180◦ wall in an infinite uniaxial medium with negligible mag-
netostriction, separating two domains of opposite magnetization (Fig. 3.53).

If the wall plane contains the anisotropy axis, the domain magnetizations
are parallel to the wall and there will be no global magnetic charge, meaning
that the component of magnetization perpendicular to the wall is the same
on both sides of the wall. If, in addition, the magnetization rotates parallel

Fig. 3.53. The rotation of the magnetization
vector from one domain through a 180◦ wall to
the other domain in an infinite uniaxial mate-
rial. Two alternate rotation modes are shown:
the optimum mode, which is called the Bloch
wall (a), as compared to the Néel wall (b),
which is less favourable here but can be pre-
ferred in thin films and in applied fields. For
both modes the opposite rotation is equally pos-
sible
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founded. The calculation of domain walls is regularly the method of choice,
rather than trying to determine their energy or structure experimentally. This
is particularly true for walls that are sufficiently extended and flat, so that
they may be considered planar and one-dimensional. Such domain walls can
be calculated in a relatively easy way using the methods of variational cal-
culus, as first demonstrated by Landau and Lifshitz [22] in their pioneering
work. The treatment of two- and three-dimensional walls as they occur, for
example, in thin films is more difficult but still possible. The material pre-
sented here is in large parts an abridged and updated recapitulation of the
earlier textbook by the first author on this subject [509].

3.6.1 The Structure and Energy of Infinite Planar Walls

(A) The Simplest 180◦ Wall. Let us start with the simplest of all domain
walls, a planar 180◦ wall in an infinite uniaxial medium with negligible mag-
netostriction, separating two domains of opposite magnetization (Fig. 3.53).

If the wall plane contains the anisotropy axis, the domain magnetizations
are parallel to the wall and there will be no global magnetic charge, meaning
that the component of magnetization perpendicular to the wall is the same
on both sides of the wall. If, in addition, the magnetization rotates parallel

Fig. 3.53. The rotation of the magnetization
vector from one domain through a 180◦ wall to
the other domain in an infinite uniaxial mate-
rial. Two alternate rotation modes are shown:
the optimum mode, which is called the Bloch
wall (a), as compared to the Néel wall (b),
which is less favourable here but can be pre-
ferred in thin films and in applied fields. For
both modes the opposite rotation is equally pos-
sible
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The analysis of magnetic microstructure between the realms of phase theory
for large samples and that of small particle switching needs some knowledge of
the structure of domain walls, and this is the place to discuss them in detail.
The calculation of domain wall structure is by far the most important con-
tribution of micromagnetics to the analysis of magnetic domains. This is true
for two reasons: experimentally, domain walls are difficult to access because
they change their properties at surfaces where they can primarily be observed.
Also, it is in most cases difficult to isolate a single wall from its neighbours to
measure its properties. Usually domain walls interact in a complicated net-
work. The theoretical approach, on the other hand, is straightforward and well
founded. The calculation of domain walls is regularly the method of choice,
rather than trying to determine their energy or structure experimentally. This
is particularly true for walls that are sufficiently extended and flat, so that
they may be considered planar and one-dimensional. Such domain walls can
be calculated in a relatively easy way using the methods of variational cal-
culus, as first demonstrated by Landau and Lifshitz [22] in their pioneering
work. The treatment of two- and three-dimensional walls as they occur, for
example, in thin films is more difficult but still possible. The material pre-
sented here is in large parts an abridged and updated recapitulation of the
earlier textbook by the first author on this subject [509].

3.6.1 The Structure and Energy of Infinite Planar Walls

(A) The Simplest 180◦ Wall. Let us start with the simplest of all domain
walls, a planar 180◦ wall in an infinite uniaxial medium with negligible mag-
netostriction, separating two domains of opposite magnetization (Fig. 3.53).

If the wall plane contains the anisotropy axis, the domain magnetizations
are parallel to the wall and there will be no global magnetic charge, meaning
that the component of magnetization perpendicular to the wall is the same
on both sides of the wall. If, in addition, the magnetization rotates parallel

Fig. 3.53. The rotation of the magnetization
vector from one domain through a 180◦ wall to
the other domain in an infinite uniaxial mate-
rial. Two alternate rotation modes are shown:
the optimum mode, which is called the Bloch
wall (a), as compared to the Néel wall (b),
which is less favourable here but can be pre-
ferred in thin films and in applied fields. For
both modes the opposite rotation is equally pos-
sible
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Fig. 3.72. Néel’s view of domain
walls in thin films. The cross-sec-
tions indicate the magnetic charges
with and without an external field

We distinguish between two basic geometries: films with in-plane anisotro-
py and films with perpendicular anisotropy. In “planar” films the magnetiza-
tion in the domains is parallel to the film plane. The anisotropy may be either
uniaxial or biaxial. We will see, however, that in such films the exact nature
and size of the anisotropy is less important than film thickness and wall angle.
In “perpendicular” films the magnetization in the domains is perpendicular
to the film surface, which requires small saturation magnetization and large
anisotropy. This is true for bubble memory carriers and for perpendicular
or magneto-optical storage media. We will start with the classical in-plane
anisotropy films and turn to perpendicular-anisotropy films in (H).

(A) Walls in Films with In-Plane Anisotropy—Qualitative Overview. Néel
[642] first realized that standard wall theory of Bloch walls does not hold for
thin films, if the film thickness becomes comparable to the wall width. Then
a wall mode using an in-plane rotation (Fig. 3.72b) has a lower energy than
the classical Bloch wall mode (Fig. 3.72a).

Néel estimated the transition thickness by a simple argument: the wall is
approximated by an elliptical cylinder of width W and height D. The demag-
netizing factor of this cylinder along the vertical magnetization direction is,
evaluating (3.23), for the Bloch wall NBloch = W/(W + D). If W becomes
larger than D, the demagnetizing energy increases and the wall prefers to flip
into the “Néel wall” mode (Fig. 3.72b). The demagnetizing factor for this wall
is NNéel = D/(W +D), which is smaller than NBloch for W > D. Néel allowed
the wall width to be influenced by the stray field energy but kept the wall
structures otherwise unchanged. He predicted a transition between the two
wall modes and this transition is connected with a minimum in wall width
and a maximum in the specific wall energy.

Figure 3.72 also indicates the modification of the Néel picture when a mag-
netic field is applied perpendicular to the easy axis. Such a field leads to a
reduction of the wall angle Ωw = 2ϑ0 with cosϑ0 = h = HJs/2K. In a Bloch
wall the vertical magnetization in the centre tilts accordingly and the cor-
responding surface charges decrease quadratically with the applied field. For
the Néel wall, the charge reduction is much more pronounced. The integrated
total charge in each half of the 180◦ Néel wall must be JsD, while it is reduced
to (1−1/

√
2)JsD for a 90◦ wall. As the stray field energy varies quadratically
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We distinguish between two basic geometries: films with in-plane anisotro-
py and films with perpendicular anisotropy. In “planar” films the magnetiza-
tion in the domains is parallel to the film plane. The anisotropy may be either
uniaxial or biaxial. We will see, however, that in such films the exact nature
and size of the anisotropy is less important than film thickness and wall angle.
In “perpendicular” films the magnetization in the domains is perpendicular
to the film surface, which requires small saturation magnetization and large
anisotropy. This is true for bubble memory carriers and for perpendicular
or magneto-optical storage media. We will start with the classical in-plane
anisotropy films and turn to perpendicular-anisotropy films in (H).
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[642] first realized that standard wall theory of Bloch walls does not hold for
thin films, if the film thickness becomes comparable to the wall width. Then
a wall mode using an in-plane rotation (Fig. 3.72b) has a lower energy than
the classical Bloch wall mode (Fig. 3.72a).

Néel estimated the transition thickness by a simple argument: the wall is
approximated by an elliptical cylinder of width W and height D. The demag-
netizing factor of this cylinder along the vertical magnetization direction is,
evaluating (3.23), for the Bloch wall NBloch = W/(W + D). If W becomes
larger than D, the demagnetizing energy increases and the wall prefers to flip
into the “Néel wall” mode (Fig. 3.72b). The demagnetizing factor for this wall
is NNéel = D/(W +D), which is smaller than NBloch for W > D. Néel allowed
the wall width to be influenced by the stray field energy but kept the wall
structures otherwise unchanged. He predicted a transition between the two
wall modes and this transition is connected with a minimum in wall width
and a maximum in the specific wall energy.

Figure 3.72 also indicates the modification of the Néel picture when a mag-
netic field is applied perpendicular to the easy axis. Such a field leads to a
reduction of the wall angle Ωw = 2ϑ0 with cosϑ0 = h = HJs/2K. In a Bloch
wall the vertical magnetization in the centre tilts accordingly and the cor-
responding surface charges decrease quadratically with the applied field. For
the Néel wall, the charge reduction is much more pronounced. The integrated
total charge in each half of the 180◦ Néel wall must be JsD, while it is reduced
to (1−1/

√
2)JsD for a 90◦ wall. As the stray field energy varies quadratically

r ·M = 0

3.6 Domain Walls 201

3.6 Domain Walls
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for large samples and that of small particle switching needs some knowledge of
the structure of domain walls, and this is the place to discuss them in detail.
The calculation of domain wall structure is by far the most important con-
tribution of micromagnetics to the analysis of magnetic domains. This is true
for two reasons: experimentally, domain walls are difficult to access because
they change their properties at surfaces where they can primarily be observed.
Also, it is in most cases difficult to isolate a single wall from its neighbours to
measure its properties. Usually domain walls interact in a complicated net-
work. The theoretical approach, on the other hand, is straightforward and well
founded. The calculation of domain walls is regularly the method of choice,
rather than trying to determine their energy or structure experimentally. This
is particularly true for walls that are sufficiently extended and flat, so that
they may be considered planar and one-dimensional. Such domain walls can
be calculated in a relatively easy way using the methods of variational cal-
culus, as first demonstrated by Landau and Lifshitz [22] in their pioneering
work. The treatment of two- and three-dimensional walls as they occur, for
example, in thin films is more difficult but still possible. The material pre-
sented here is in large parts an abridged and updated recapitulation of the
earlier textbook by the first author on this subject [509].

3.6.1 The Structure and Energy of Infinite Planar Walls

(A) The Simplest 180◦ Wall. Let us start with the simplest of all domain
walls, a planar 180◦ wall in an infinite uniaxial medium with negligible mag-
netostriction, separating two domains of opposite magnetization (Fig. 3.53).

If the wall plane contains the anisotropy axis, the domain magnetizations
are parallel to the wall and there will be no global magnetic charge, meaning
that the component of magnetization perpendicular to the wall is the same
on both sides of the wall. If, in addition, the magnetization rotates parallel
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vector from one domain through a 180◦ wall to
the other domain in an infinite uniaxial mate-
rial. Two alternate rotation modes are shown:
the optimum mode, which is called the Bloch
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Fig. 3.81. A phase diagram of domain walls [629] in narrow strips of fixed
width/thickness ratio of 4 : 1 and in zero external field. One input parameter is
the anisotropy parameter Q = Ku/Kd related to a uniaxial anisotropy with the
easy axis parallel to the film and to the walls. The second parameter is the film
thickness

gorithms such as that developed by Miltat and Labrune [673], a verification
of the tentative phase diagram (Fig. 3.80) may at last become available.
Unsolved questions still exist in the following areas:

• The shape of the cross-tie region in the phase diagram is unknown in the
thin film range. For very thin films cross-tie walls become unstable accord-
ing to experimental observations, apparently because of the energy of the
Bloch lines (Sect. 3.6.5C), which was not included in deriving Fig. 3.80.

• The phase diagram has not been determined for different forms and values
of the anisotropy. We recently performed rigorous micromagnetic calcula-
tions of two-dimensional domain walls in a narrow strip [629]. In such a
strip no extended tails can be formed, so that valid, reproducible calcu-
lations are possible. Instead of the applied field the anisotropy parameter
Q was varied in these calculations over a wide range. The resulting phase
diagram (Fig. 3.81) shows two remarkable features: (i) a stability range for
the asymmetric Néel wall at zero field (even for large Q), and (ii) a sta-
bility range of a symmetric Bloch wall for Q values exceeding a threshold
of about 0.5. The latter wall type, which was first obtained in the thesis
of LaBonte [659], is characterized by a two-dimensional symmetric cross-
section pattern with two weak vortices on either side of the central perpen-
dicular magnetization vector. In this study the three-dimensional cross-tie
structure was excluded. Note that the Bloch-Néel transition, which was
found in Fig. 3.79 (for h = 0) at about 12

√
A/Kd, appears already at

about 7
√

A/Kd for the narrow strips, because the extended tails in the
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3.6 Domain Walls

The analysis of magnetic microstructure between the realms of phase theory
for large samples and that of small particle switching needs some knowledge of
the structure of domain walls, and this is the place to discuss them in detail.
The calculation of domain wall structure is by far the most important con-
tribution of micromagnetics to the analysis of magnetic domains. This is true
for two reasons: experimentally, domain walls are difficult to access because
they change their properties at surfaces where they can primarily be observed.
Also, it is in most cases difficult to isolate a single wall from its neighbours to
measure its properties. Usually domain walls interact in a complicated net-
work. The theoretical approach, on the other hand, is straightforward and well
founded. The calculation of domain walls is regularly the method of choice,
rather than trying to determine their energy or structure experimentally. This
is particularly true for walls that are sufficiently extended and flat, so that
they may be considered planar and one-dimensional. Such domain walls can
be calculated in a relatively easy way using the methods of variational cal-
culus, as first demonstrated by Landau and Lifshitz [22] in their pioneering
work. The treatment of two- and three-dimensional walls as they occur, for
example, in thin films is more difficult but still possible. The material pre-
sented here is in large parts an abridged and updated recapitulation of the
earlier textbook by the first author on this subject [509].

3.6.1 The Structure and Energy of Infinite Planar Walls

(A) The Simplest 180◦ Wall. Let us start with the simplest of all domain
walls, a planar 180◦ wall in an infinite uniaxial medium with negligible mag-
netostriction, separating two domains of opposite magnetization (Fig. 3.53).

If the wall plane contains the anisotropy axis, the domain magnetizations
are parallel to the wall and there will be no global magnetic charge, meaning
that the component of magnetization perpendicular to the wall is the same
on both sides of the wall. If, in addition, the magnetization rotates parallel

Fig. 3.53. The rotation of the magnetization
vector from one domain through a 180◦ wall to
the other domain in an infinite uniaxial mate-
rial. Two alternate rotation modes are shown:
the optimum mode, which is called the Bloch
wall (a), as compared to the Néel wall (b),
which is less favourable here but can be pre-
ferred in thin films and in applied fields. For
both modes the opposite rotation is equally pos-
sible
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Fig. 3.86. Periodic Bloch lines in a soft mag-
netic material reducing the stray field energy
of a Bloch wall (schematic, neglecting in par-
ticular the modification of the wall and Bloch
line structure near the surfaces)

and Néel walls has largely been abandoned in view of the complex internal
structure of these lines. In this book we treat the term Néel line as a synonym
of the general term Bloch line).

The reason for the occurrence of wall substructures is not always clear.
There is experimental evidence [688, 641, 689, 690] that these subdivisions are
sometimes formed for energetic reasons. Bloch walls carry some magnetic flux,
and if this flux is intercepted by a surface, a subdivision reduces the extra stray
field energy [691], as indicated schematically in Fig. 3.86. This is particularly
true for the wide (100) 180◦ walls in iron (Sect. 3.6.3A).

Primarily, stray field suppression is achieved in soft magnetic materials by
a surface vortex similar to asymmetric Bloch walls in thin films (Fig. 3.82).
But a subdivision can support flux compensation if combined with a peculiar
twisting of the wall (see Sketch 3.30), which deviates some of the wall flux into
the domains [691]. The energies in question are tiny, however, and frequently
the subdivisions will form just by chance. Once they are formed, their anni-
hilation may be hindered by an energy barrier. Bloch lines essentially have to
be considered a part of the real wall structure that will influence its properties
and behaviour. This was most thoroughly studied in connection with bubble
walls, where even a memory scheme using wall substructures was proposed
(Sect. 6.6.1C).

When a wall moves, the Bloch lines can move within the wall and influ-
ence the wall motion in a drastic way. In soft magnetic films Bloch lines are
markedly narrower than the Bloch wall as will be discussed in (C), so that
they interact strongly with pinning centres. The translation of Bloch lines
may even contribute to magnetic permeabilities in cases where wall motion
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The analysis of magnetic microstructure between the realms of phase theory
for large samples and that of small particle switching needs some knowledge of
the structure of domain walls, and this is the place to discuss them in detail.
The calculation of domain wall structure is by far the most important con-
tribution of micromagnetics to the analysis of magnetic domains. This is true
for two reasons: experimentally, domain walls are difficult to access because
they change their properties at surfaces where they can primarily be observed.
Also, it is in most cases difficult to isolate a single wall from its neighbours to
measure its properties. Usually domain walls interact in a complicated net-
work. The theoretical approach, on the other hand, is straightforward and well
founded. The calculation of domain walls is regularly the method of choice,
rather than trying to determine their energy or structure experimentally. This
is particularly true for walls that are sufficiently extended and flat, so that
they may be considered planar and one-dimensional. Such domain walls can
be calculated in a relatively easy way using the methods of variational cal-
culus, as first demonstrated by Landau and Lifshitz [22] in their pioneering
work. The treatment of two- and three-dimensional walls as they occur, for
example, in thin films is more difficult but still possible. The material pre-
sented here is in large parts an abridged and updated recapitulation of the
earlier textbook by the first author on this subject [509].

3.6.1 The Structure and Energy of Infinite Planar Walls

(A) The Simplest 180◦ Wall. Let us start with the simplest of all domain
walls, a planar 180◦ wall in an infinite uniaxial medium with negligible mag-
netostriction, separating two domains of opposite magnetization (Fig. 3.53).

If the wall plane contains the anisotropy axis, the domain magnetizations
are parallel to the wall and there will be no global magnetic charge, meaning
that the component of magnetization perpendicular to the wall is the same
on both sides of the wall. If, in addition, the magnetization rotates parallel

Fig. 3.53. The rotation of the magnetization
vector from one domain through a 180◦ wall to
the other domain in an infinite uniaxial mate-
rial. Two alternate rotation modes are shown:
the optimum mode, which is called the Bloch
wall (a), as compared to the Néel wall (b),
which is less favourable here but can be pre-
ferred in thin films and in applied fields. For
both modes the opposite rotation is equally pos-
sible
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Fig.3.94.GeneratingaBlochpoint
inabubblewallbycapswitching.The
softmagneticcappinglayerfirstfollows
thewallmagnetizationintheconfigura-
tion(a).Itisthenforcedintoanessen-
tiallyuniformmagnetizationbyahorizon-
talfieldHp(b),thustriggeringthegen-
erationoftwounwindingBlochlinesand
asingularpoint.Thesingularpointcan
movethroughthefilmanddisappear,thus
switchingtheBlochlineintotheconfigu-
ration(c)

Fig.3.95.VerticalBlochlinein
abubblefilmwithandwithouta
singularpoint.Thelinecontaining
thesingularityisbetteradaptedto
domain-generatedstrayfieldsandto
thetwistedwallstructure

inaferromagnetmayhelpingeneratingsingularpoints,forexampleifa
wallmovesoverthem.Thegenerationofsingularpointswillbefacilitated
whenasingularmicromagneticstructurehasalowerenergythanacontinuous
structure.AverticalBlochlineinthickbubblefilmswasidentifiedassucha
case[704,707].Herethedomainstrayfields(whichleadtothetwistedwall
structure;seeSect.3.6.4H)produceanunfavourablesituationfortheBloch
lineclosetooneofthesurfaces(Fig.3.95).Introducingasingularpointin
thecentrereducesthetotalenergyforfilmthicknesseslargerthanabout
7.3

√
A/Kdinspiteoftheadditionalexchangeenergyconnectedwiththe

singularity[707].
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ṁ = �� m⇥He↵ � ↵m⇥ ṁ
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m = ��(sin ✓ cos�, sin ✓ sin�, cos ✓)

�
�
↵Kd
Ms

sin 2��H
�

| {z }
sin ✓

=0

= 2�
Ms

�
A@2

x

✓ � K+Kd sin2
�

2 sin 2✓
| {z }

=0

�

m =

⇣
cos�

cosh[(x� vt)/w⇤]
,

sin�

cosh[(x� vt)/w⇤]
, ± tanh[(x� vt)/w⇤]

⌘

Walker's(solu9on((
✓(x, t) = 2 arctan{exp[±(x± vt)/w⇤]}, sin 2� = H/Hc

w⇤ =
q

A/(K +Kd sin
2 �), Hc =

↵
2Ms, v = �

↵w⇤H

my = 0 ! stray-field-free wall

x 

y 

z 



Domain(wall(mo9on(
The'wall'moves'at'a'constant'speed'(~'H#for'low'fields).'

'
If'the'speed'increases'the'angle'increases'.>'stray'field'&'wall'narrowing.'

'
There'is'a'maximum'velocity.'

'
There'is'a'cribcal'field'above'which'this'solubon'is'not'valid.'

(
((

m =

⇣
cos�

cosh[(x� vt)/w⇤]
,

sin�

cosh[(x� vt)/w⇤]
, ± tanh[(x� vt)/w⇤]

⌘

Walker's(solu9on((
✓(x, t) = 2 arctan{exp[±(x± vt)/w⇤]}, sin 2� = H/Hc

w⇤ =
q

A/(K +Kd sin
2 �), Hc =

↵
2Ms, v = �

↵w⇤H



Domain(wall(mo9on(

m =

⇣
cos�

cosh[(x� vt)/w⇤]
,

sin�

cosh[(x� vt)/w⇤]
, ± tanh[(x� vt)/w⇤]

⌘

Walker's(solu9on((
✓(x, t) = 2 arctan{exp[±(x± vt)/w⇤]}, sin 2� = H/Hc

w⇤ =
q

A/(K +Kd sin
2 �), Hc =

↵
2Ms, v = �

↵w⇤H

Longitudinal(suscep9bility((

v =

�
↵w⇤H!e

i!t ! �x =

Z t

0
vdt =

�
↵w⇤

i!
H!e

i!t ! �M! =

�
↵w⇤

i!
H!e

i!tLz

d
⇥ Surface

�l(!) ⌘
1

V

�M!

H!ei!t
=

�w⇤
i! ↵d

(relaxation behavior with no resonance)



Domain(wall(mo9on(
FieldN(vs.(currentNinduced(mo9on(( M = �gµB

a3
S = �~�

a3
S

Hint = �Js-d

Z
d3xS · (c†�c)| {z }

s

Exchange'interacbon'between'localized'(3d)'and'ibnerant'spins((

372 NATURE MATERIALS | VOL 11 | MAY 2012 | www.nature.com/naturematerials

Ferromagnets are characterized by a magnetization that has 
long been used to store information. The magnetization is 
largely due to localized electron spins with their associated 

magnetic moments aligning in a particular direction in space, 
which gives rise to a collective magnetic moment and magnetiza-
tion that is far larger than that of non-ferromagnetic materials. 
The magnetization direction of a ferromagnet can represent a bit 
of information (for example, orientation up = 1 and down = 0), 
such as that used in hard-disk drives. The principal means of 
altering the magnetic moment direction has been to use applied 
magnetic fields from currents through wires that generate Oersted 
fields. However, there have been major new discoveries in con-
densed matter and materials physics  — known as spin-transfer 
torques — that have expanded the means available to manipulate 
the magnetization of ferromagnets and, as a result, have acceler-
ated technological development of high-performance and high-
density magnetic storage devices. These new magnetic devices are 
all electronic (that is, they do not have moving parts like a hard-
disk drive) and can be integrated with, and add functionality to, 
semiconductor devices.

Current-induced torques in magnetic materials
Arne Brataas1*, Andrew D. Kent2 and Hideo Ohno3,4

The magnetization of a magnetic material can be reversed by using electric currents that transport spin angular momentum. 
In the reciprocal process a changing magnetization orientation produces currents that transport spin angular momentum. 
Understanding how these processes occur reveals the intricate connection between magnetization and spin transport, and can 
transform technologies that generate, store or process information via the magnetization direction. Here we explain how cur-
rents can generate torques that affect the magnetic orientation and the reciprocal effect in a wide variety of magnetic materi-
als and structures. We also discuss recent state-of-the-art demonstrations of current-induced torque devices that show great 
promise for enhancing the functionality of semiconductor devices.

Similar to electric currents being carried by moving charge, the 
spin current occurs due to moving spins. The spin current carries 
angular momentum, which can be transferred to the magnetiza-
tion, a phenomenon known as spin-transfer torques. Sloncwezski 
and Berger were the first to theorize about the existence of this 
phenomenon1,2. The torques are a result of an interaction between 
itinerant electrons in a ferromagnet that are spin polarized (spin 
currents) and the magnetization. The interaction can be very strong 
and occurs locally; it only occurs in regions in which spin currents 
flow, and thus can be precisely directed for applications. Spin-
transfer torques have been found to be both present and important 
in all known magnetic materials, including transition metal fer-
romagnets, magnetic semiconductors and oxide ferromagnets. In 
fact, spin-transfer torques are not limited to ferromagnetic materi-
als, or even to ferromagnetic conductors or semiconductors. Not 
only can they also be important in ferromagnets and antiferromag-
nets, but they also occur at interfaces of insulating magnetic mate-
rials. Furthermore, spin transfer is also seen in a variety of material 
structures and device geometries, including point contacts and 
nanopillars composed of magnetic–non-magnetic multilayers as 
well as in nanowires and magnetic tunnel junctions. The latter are 
now widely used in hard-disk drives and are of particular impor-
tance to the development of all electronic magnetic memories.

This article reviews the fundamentals, phenomena, devices 
and materials of spin-transfer torques, at the heart of this rapidly 
advancing field of current-induced magnetization dynamics. We 
discuss how spin-transfer torques will permit the ultimate minia-
turization of magnetic random access memories (MRAM), com-
mercially available memories that at present use magnetic fields to 
reorient magnetization to store information. Although spin-trans-
fer torques can reorient magnetization by spin currents, we also 
discuss a new way of probing spin transport in materials using a 
reciprocal process, known as spin pumping, which is the emission 
of spin currents by magnetization reorientation. The most signifi-
cant developments are in recent experiments confirming sophisti-
cated theories of spin-transfer torques and spin pumping, and they 
clearly show how they directly open up possibilities for improved 
nanometre-scale electronic devices.

Spin-transfer torques are associated with spin currents in mate-
rials, a flow of electron spin angular momentum that arises when 
there is an imbalance between a flow of up- and down-oriented 
electron spins. Figure 1 illustrates the basic physics of spin-transfer 
torques. An electron spin interacts with the magnetization of a thin 
ferromagnetic layer and this interaction results in a reorientation 
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Figure 1 | Illustration of current-induced torques. A spin-polarized current 
enters a ferromagnet. The interaction between the spin-polarized current 
and the magnetization causes a change in the spin direction of the outgoing 
electron compared with the incident electron. The difference in spin 
polarization causes torques on the ferromagnet, both a torque in the plane 
of the incident and outgoing electron spin directions (a spin-transfer torque) 
and a torque perpendicular to that plane, called the field-like torque. The 
bold vertical arrow is the magnetization of the ferromagnetic layer.
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Fig. 1. Ampère and Faraday’s laws.

Fig. 2. GMR and TMR systems that realize large magnetoresistance using s–d interaction between localized spin and conduction electron.

Fig. 3. The s–d interaction induces precession of localized spin and electron spin around each other.

1.2. Magnetization switching by s–d exchange interaction

Electron transport in magnetic metals and semiconductors is modeled by the so-called s–dmodel, where the conduction
and magnetization degrees of freedom are separated from each other. The conduction electrons we consider are non-
interacting with each other, but are scattered by spin-independent impurities and also by spin-dependent impurities
(resulting in spin relaxation). The localized spin at position x at time t is described by a variable S(x, t). The localized spin
is related to magnetization as

M(x) = g
eh̄

2ma3
S(x) = �gµB

a3
S(x) = � h̄�

a3
S(x), (1)

where µB ⌘ |e|h̄
2m is the Bohr magneton, g = 2 is the g-factor, and � ⌘ gµB

h̄ (>0) is the gyromagnetic ratio. The electron
charge e is negative. In this paper, S is treated as a classical variable, since the quantum fluctuation of S is blocked by a
strong exchange interaction, J , among localized spins, and besides, we are interested in a semi-macroscopic object made of
many spins, the domain wall. The localized spin interacts with the conduction electron by an s–d type exchange interaction
(Fig. 3),

Hsd = �Jsd
Z

d3xS · (cÑ�c). (2)

Here, the conduction electron is represented by creation and annihilation operators cÑ and c , and � ⌘ (�x, �y, �z) where �i
are 2 ⇥ 2 Pauli matrices satisfying the commutation relation [�i, �i] = 2i✏ijk�k. The description based on this s–d exchange
picture is an effective one, treating localized spin S as a variable independent from the conduction electrons, i.e., neglecting
the hopping of d electrons that form localized spin. Still, we will take this effective s–d model as the starting system for this
investigation, and will not concern ourselves with the microscopic origin of the local moment.

The s–d interaction is a coupling in spin space, which is decoupled from real space (as far as spin–orbit interaction is
neglected). Nevertheless, this spin coupling can affect charge transport if the localized spin has inhomogeneity, and various
magnetoresistive effects such as GMR arise.

Since this exchange coupling describes the exchange of spin angular momentum, the idea of spin reversal by spin-
polarized current arises naturally. Namely, the injection of electron spin polarized in the opposite direction to a localized
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for current-induced excitation of the magnetization is mainly 
determined by a competition between the Slonczewski torque 
(equation (2)) and the damping torque in equation (1). In general, 
the threshold is proportional to the damping and the total angular 
momentum of the free magnetic layer. This physics explains the 
main phenomenology of spin transfer in metallic systems, includ-
ing the magnitude of the threshold current and its dependence on 
material parameters, such as the Gilbert damping. Slonczewski’s 
seminal work2, the scattering approach19 and magnetoelectronic 
circuit theory14–16,20 are all consistent with each other in their appro-
priate limits and give further insight of more complex devices and 
phenomena than discussed here16,21. A pedagogical explanation of 
the loss of transverse spin current at normal-metal–ferromagnet 
systems is given in ref. 22.

Layered ferromagnet–insulator systems
In layered systems, attention has shifted from metallic spin valves 
to magnetic tunnel junctions (MTJs) because MTJs’ potential 
for applications is far greater, as they exhibit far larger magneto-
resistance and a resistance compatible with semiconductor devices. 
MTJs consist of two ferromagnetic electrodes separated by an insu-
lator that is sufficiently thin (around 1 nm) that electrons can tun-
nel between the electrodes. The resistance of an MTJ depends on 
the relative orientation of the magnetization of the electrodes23,24. 
When the electrode materials are the same, parallel magnetization 
results in low resistance, RP, and antiparallel in high resistance RAP. 
The resistance ratio is called tunnel magnetoresistance (TMR) ratio 
and is defined as (RAP  −  RP)/RP. The TMR ratio is much greater 
than the GMR ratio25,26, particularly when CoFe–MgO–CoFe 
(001) junctions are used27–30; TMR ratios of over 600% have been 
achieved at room temperature31. The high TMR ratio is achieved 
by choosing materials with different symmetries of the wavefunc-
tion for spin-up and spin-down electrons so that the conductance 
depending on the overlap of the wavefunctions is very small when 
the MTJ is in the antiparallel configuration.

It has been established that spin-transfer torque in MTJs 
induce magnetization switching from parallel to antiparallel and 
antiparallel to parallel depending on the direction of current32–35, 
as in metallic systems. Whereas an initial challenge was producing 
MTJs that can carry the current densities required for spin-torque 
switching without breaking down, this is now routinely achieved in 
laboratories worldwide. In contrast to metallic structures (or GMR 
structures) in-plane and out-of-plane spin torques are comparable 
in magnitude, and both play important roles in inducing mag-
netization switching and precession36–38. In symmetric systems, the 
in-plane torque changes sign with current bias direction, whereas 
the out-of-plane torque is an even function of the bias39. A precise 
determination of how the barrier and electrode materials influence 
this form of the torque in general asymmetric systems remains a 
challenge that is critical to understand to improve the performance 
of MTJ devices. A consequence of the out-of-plane-torque is that 
MTJs with an in-plane magnetic easy axis can switch under a volt-
age pulse and then switch back to the original state at still higher 
biases of the same polarity40. This is a result of the competition 
between the spin-transfer torque and the out-of-plane torque that 
favour opposite magnetic states41.

Non-uniform magnetization in ferromagnets
Spin-transfer torques are not only important in systems where 
the magnetization is uniform within each magnet, but also in sys-
tems where the magnetization gradually changes its direction. A 
region of non-uniform magnetization, called the domain wall 
(DW), appears at a boundary between two domains having differ-
ent magnetization directions. The width of a DW is in the range 
of 10 to 100  nm and is determined by the competition between 

the exchange stiffness that aligns spins and the anisotropy energy 
that orients spins in energetically favoured directions. For example, 
consider spin-polarized itinerant electrons passing through a DW. 
As the electrons traverse the DW, the spin of electrons precesses 
and changes their direction as a result of the exchange interaction 
with the localized spins of magnetic ions (Fig. 4). Conservation of 
angular momentum dictates that the change of angular momentum 
of the traversing electrons is transferred to that of magnetic ions. 
This transfer exerts a torque on the local magnetization, changes 
its direction, and results in a displacement of the DW called cur-
rent-induced DW motion. This is not a new understanding, Berger 
realized in the 1970s that “a flow of electrons crossing a wall, and 
having their spins flipped, will apply a reaction torque on the 
wall”42. Berger’s group measured how currents could move DWs, 
but the relatively large samples required huge currents, making it 
difficult to obtain straightforward experimental confirmation of 
the current-induced DW motion because of the local heating43. The 
advent of modern nanoscale fabrication techniques made it possi-
ble to observe this current-induced motion of a DW in the absence 
of a magnetic field and to make experimental progress. In the case 
of NiFe (refs 44–47), a magnetic strip with a cross-sectional dimen-
sion of 10 nm × 240 nm, for example, was fabricated to reduce the 
current to an experimentally manageable and much more interest-
ing level for use in devices35. Another approach was to use a mag-
netic strip of a ferromagnetic semiconductor (Ga,Mn)As (ref. 48), 
which required much less current density to observe the motion 
because of its small anisotropy.

To develop a quantitative description of the current-induced 
DW motion, let us formulate the torque that acts on a DW. Each 
electron carries an electric charge −e and an angular momentum 
±ħ/2. To the lowest order in the magnetization gradient, the spin-
current density j(s) flowing along x at position r is polarized along 
the local magnetization, j(s)(r)  =  m(r)j(s), where the scalar spin-
current density j(s) is measured in the units of an electrical current 
density (A m−2). The gradual change of the magnetization direction 
corresponds to a loss of the angular momentum of the itinerant 
electron subsystem, ∂xj(s) = j(s)∂xm. This change of spin current does 
not leave the system, but flows into the magnetic order, thus induc-
ing a torque on the magnetization ∂(mMs)STT/∂t. To the first order 
in texture gradient, or adiabatic limit, and for arbitrary current 
directions, the Berger spin-transfer torque is

 τB (r) =            p( j .   )m2eMs

γħ Δ  (5)

where P = j(s)/j is the spin polarization of the electric current density j. 
A torque perpendicular to (though smaller than) equation  (5) is 
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Figure 4 | A head-to-head magnetic domain wall. The blue arrows 
indicate how the magnetization changes gradually from the magnetic 
domain with a magnetization pointing to the right and to a magnetic 
domain with the magnetization pointing to the left. The purple arrows 
show the spin of an electron passing from left to right through a 
magnetic domain wall that is wider than the electron wavelength; its spin 
adiabatically follows the magnetization direction resulting in a spin flip. 
The loss of spin angular moment is transferred as a spin-transfer torque to 
the magnetization (red arrows).
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for current-induced excitation of the magnetization is mainly 
determined by a competition between the Slonczewski torque 
(equation (2)) and the damping torque in equation (1). In general, 
the threshold is proportional to the damping and the total angular 
momentum of the free magnetic layer. This physics explains the 
main phenomenology of spin transfer in metallic systems, includ-
ing the magnitude of the threshold current and its dependence on 
material parameters, such as the Gilbert damping. Slonczewski’s 
seminal work2, the scattering approach19 and magnetoelectronic 
circuit theory14–16,20 are all consistent with each other in their appro-
priate limits and give further insight of more complex devices and 
phenomena than discussed here16,21. A pedagogical explanation of 
the loss of transverse spin current at normal-metal–ferromagnet 
systems is given in ref. 22.

Layered ferromagnet–insulator systems
In layered systems, attention has shifted from metallic spin valves 
to magnetic tunnel junctions (MTJs) because MTJs’ potential 
for applications is far greater, as they exhibit far larger magneto-
resistance and a resistance compatible with semiconductor devices. 
MTJs consist of two ferromagnetic electrodes separated by an insu-
lator that is sufficiently thin (around 1 nm) that electrons can tun-
nel between the electrodes. The resistance of an MTJ depends on 
the relative orientation of the magnetization of the electrodes23,24. 
When the electrode materials are the same, parallel magnetization 
results in low resistance, RP, and antiparallel in high resistance RAP. 
The resistance ratio is called tunnel magnetoresistance (TMR) ratio 
and is defined as (RAP  −  RP)/RP. The TMR ratio is much greater 
than the GMR ratio25,26, particularly when CoFe–MgO–CoFe 
(001) junctions are used27–30; TMR ratios of over 600% have been 
achieved at room temperature31. The high TMR ratio is achieved 
by choosing materials with different symmetries of the wavefunc-
tion for spin-up and spin-down electrons so that the conductance 
depending on the overlap of the wavefunctions is very small when 
the MTJ is in the antiparallel configuration.

It has been established that spin-transfer torque in MTJs 
induce magnetization switching from parallel to antiparallel and 
antiparallel to parallel depending on the direction of current32–35, 
as in metallic systems. Whereas an initial challenge was producing 
MTJs that can carry the current densities required for spin-torque 
switching without breaking down, this is now routinely achieved in 
laboratories worldwide. In contrast to metallic structures (or GMR 
structures) in-plane and out-of-plane spin torques are comparable 
in magnitude, and both play important roles in inducing mag-
netization switching and precession36–38. In symmetric systems, the 
in-plane torque changes sign with current bias direction, whereas 
the out-of-plane torque is an even function of the bias39. A precise 
determination of how the barrier and electrode materials influence 
this form of the torque in general asymmetric systems remains a 
challenge that is critical to understand to improve the performance 
of MTJ devices. A consequence of the out-of-plane-torque is that 
MTJs with an in-plane magnetic easy axis can switch under a volt-
age pulse and then switch back to the original state at still higher 
biases of the same polarity40. This is a result of the competition 
between the spin-transfer torque and the out-of-plane torque that 
favour opposite magnetic states41.

Non-uniform magnetization in ferromagnets
Spin-transfer torques are not only important in systems where 
the magnetization is uniform within each magnet, but also in sys-
tems where the magnetization gradually changes its direction. A 
region of non-uniform magnetization, called the domain wall 
(DW), appears at a boundary between two domains having differ-
ent magnetization directions. The width of a DW is in the range 
of 10 to 100  nm and is determined by the competition between 
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with the localized spins of magnetic ions (Fig. 4). Conservation of 
angular momentum dictates that the change of angular momentum 
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its direction, and results in a displacement of the DW called cur-
rent-induced DW motion. This is not a new understanding, Berger 
realized in the 1970s that “a flow of electrons crossing a wall, and 
having their spins flipped, will apply a reaction torque on the 
wall”42. Berger’s group measured how currents could move DWs, 
but the relatively large samples required huge currents, making it 
difficult to obtain straightforward experimental confirmation of 
the current-induced DW motion because of the local heating43. The 
advent of modern nanoscale fabrication techniques made it possi-
ble to observe this current-induced motion of a DW in the absence 
of a magnetic field and to make experimental progress. In the case 
of NiFe (refs 44–47), a magnetic strip with a cross-sectional dimen-
sion of 10 nm × 240 nm, for example, was fabricated to reduce the 
current to an experimentally manageable and much more interest-
ing level for use in devices35. Another approach was to use a mag-
netic strip of a ferromagnetic semiconductor (Ga,Mn)As (ref. 48), 
which required much less current density to observe the motion 
because of its small anisotropy.

To develop a quantitative description of the current-induced 
DW motion, let us formulate the torque that acts on a DW. Each 
electron carries an electric charge −e and an angular momentum 
±ħ/2. To the lowest order in the magnetization gradient, the spin-
current density j(s) flowing along x at position r is polarized along 
the local magnetization, j(s)(r)  =  m(r)j(s), where the scalar spin-
current density j(s) is measured in the units of an electrical current 
density (A m−2). The gradual change of the magnetization direction 
corresponds to a loss of the angular momentum of the itinerant 
electron subsystem, ∂xj(s) = j(s)∂xm. This change of spin current does 
not leave the system, but flows into the magnetic order, thus induc-
ing a torque on the magnetization ∂(mMs)STT/∂t. To the first order 
in texture gradient, or adiabatic limit, and for arbitrary current 
directions, the Berger spin-transfer torque is

 τB (r) =            p( j .   )m2eMs

γħ Δ  (5)

where P = j(s)/j is the spin polarization of the electric current density j. 
A torque perpendicular to (though smaller than) equation  (5) is 
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Figure 4 | A head-to-head magnetic domain wall. The blue arrows 
indicate how the magnetization changes gradually from the magnetic 
domain with a magnetization pointing to the right and to a magnetic 
domain with the magnetization pointing to the left. The purple arrows 
show the spin of an electron passing from left to right through a 
magnetic domain wall that is wider than the electron wavelength; its spin 
adiabatically follows the magnetization direction resulting in a spin flip. 
The loss of spin angular moment is transferred as a spin-transfer torque to 
the magnetization (red arrows).
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for current-induced excitation of the magnetization is mainly 
determined by a competition between the Slonczewski torque 
(equation (2)) and the damping torque in equation (1). In general, 
the threshold is proportional to the damping and the total angular 
momentum of the free magnetic layer. This physics explains the 
main phenomenology of spin transfer in metallic systems, includ-
ing the magnitude of the threshold current and its dependence on 
material parameters, such as the Gilbert damping. Slonczewski’s 
seminal work2, the scattering approach19 and magnetoelectronic 
circuit theory14–16,20 are all consistent with each other in their appro-
priate limits and give further insight of more complex devices and 
phenomena than discussed here16,21. A pedagogical explanation of 
the loss of transverse spin current at normal-metal–ferromagnet 
systems is given in ref. 22.

Layered ferromagnet–insulator systems
In layered systems, attention has shifted from metallic spin valves 
to magnetic tunnel junctions (MTJs) because MTJs’ potential 
for applications is far greater, as they exhibit far larger magneto-
resistance and a resistance compatible with semiconductor devices. 
MTJs consist of two ferromagnetic electrodes separated by an insu-
lator that is sufficiently thin (around 1 nm) that electrons can tun-
nel between the electrodes. The resistance of an MTJ depends on 
the relative orientation of the magnetization of the electrodes23,24. 
When the electrode materials are the same, parallel magnetization 
results in low resistance, RP, and antiparallel in high resistance RAP. 
The resistance ratio is called tunnel magnetoresistance (TMR) ratio 
and is defined as (RAP  −  RP)/RP. The TMR ratio is much greater 
than the GMR ratio25,26, particularly when CoFe–MgO–CoFe 
(001) junctions are used27–30; TMR ratios of over 600% have been 
achieved at room temperature31. The high TMR ratio is achieved 
by choosing materials with different symmetries of the wavefunc-
tion for spin-up and spin-down electrons so that the conductance 
depending on the overlap of the wavefunctions is very small when 
the MTJ is in the antiparallel configuration.

It has been established that spin-transfer torque in MTJs 
induce magnetization switching from parallel to antiparallel and 
antiparallel to parallel depending on the direction of current32–35, 
as in metallic systems. Whereas an initial challenge was producing 
MTJs that can carry the current densities required for spin-torque 
switching without breaking down, this is now routinely achieved in 
laboratories worldwide. In contrast to metallic structures (or GMR 
structures) in-plane and out-of-plane spin torques are comparable 
in magnitude, and both play important roles in inducing mag-
netization switching and precession36–38. In symmetric systems, the 
in-plane torque changes sign with current bias direction, whereas 
the out-of-plane torque is an even function of the bias39. A precise 
determination of how the barrier and electrode materials influence 
this form of the torque in general asymmetric systems remains a 
challenge that is critical to understand to improve the performance 
of MTJ devices. A consequence of the out-of-plane-torque is that 
MTJs with an in-plane magnetic easy axis can switch under a volt-
age pulse and then switch back to the original state at still higher 
biases of the same polarity40. This is a result of the competition 
between the spin-transfer torque and the out-of-plane torque that 
favour opposite magnetic states41.

Non-uniform magnetization in ferromagnets
Spin-transfer torques are not only important in systems where 
the magnetization is uniform within each magnet, but also in sys-
tems where the magnetization gradually changes its direction. A 
region of non-uniform magnetization, called the domain wall 
(DW), appears at a boundary between two domains having differ-
ent magnetization directions. The width of a DW is in the range 
of 10 to 100  nm and is determined by the competition between 

the exchange stiffness that aligns spins and the anisotropy energy 
that orients spins in energetically favoured directions. For example, 
consider spin-polarized itinerant electrons passing through a DW. 
As the electrons traverse the DW, the spin of electrons precesses 
and changes their direction as a result of the exchange interaction 
with the localized spins of magnetic ions (Fig. 4). Conservation of 
angular momentum dictates that the change of angular momentum 
of the traversing electrons is transferred to that of magnetic ions. 
This transfer exerts a torque on the local magnetization, changes 
its direction, and results in a displacement of the DW called cur-
rent-induced DW motion. This is not a new understanding, Berger 
realized in the 1970s that “a flow of electrons crossing a wall, and 
having their spins flipped, will apply a reaction torque on the 
wall”42. Berger’s group measured how currents could move DWs, 
but the relatively large samples required huge currents, making it 
difficult to obtain straightforward experimental confirmation of 
the current-induced DW motion because of the local heating43. The 
advent of modern nanoscale fabrication techniques made it possi-
ble to observe this current-induced motion of a DW in the absence 
of a magnetic field and to make experimental progress. In the case 
of NiFe (refs 44–47), a magnetic strip with a cross-sectional dimen-
sion of 10 nm × 240 nm, for example, was fabricated to reduce the 
current to an experimentally manageable and much more interest-
ing level for use in devices35. Another approach was to use a mag-
netic strip of a ferromagnetic semiconductor (Ga,Mn)As (ref. 48), 
which required much less current density to observe the motion 
because of its small anisotropy.

To develop a quantitative description of the current-induced 
DW motion, let us formulate the torque that acts on a DW. Each 
electron carries an electric charge −e and an angular momentum 
±ħ/2. To the lowest order in the magnetization gradient, the spin-
current density j(s) flowing along x at position r is polarized along 
the local magnetization, j(s)(r)  =  m(r)j(s), where the scalar spin-
current density j(s) is measured in the units of an electrical current 
density (A m−2). The gradual change of the magnetization direction 
corresponds to a loss of the angular momentum of the itinerant 
electron subsystem, ∂xj(s) = j(s)∂xm. This change of spin current does 
not leave the system, but flows into the magnetic order, thus induc-
ing a torque on the magnetization ∂(mMs)STT/∂t. To the first order 
in texture gradient, or adiabatic limit, and for arbitrary current 
directions, the Berger spin-transfer torque is

 τB (r) =            p( j .   )m2eMs

γħ Δ  (5)

where P = j(s)/j is the spin polarization of the electric current density j. 
A torque perpendicular to (though smaller than) equation  (5) is 
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indicate how the magnetization changes gradually from the magnetic 
domain with a magnetization pointing to the right and to a magnetic 
domain with the magnetization pointing to the left. The purple arrows 
show the spin of an electron passing from left to right through a 
magnetic domain wall that is wider than the electron wavelength; its spin 
adiabatically follows the magnetization direction resulting in a spin flip. 
The loss of spin angular moment is transferred as a spin-transfer torque to 
the magnetization (red arrows).

INSIGHT | REVIEW ARTICLESNATURE MATERIALS DOI: 10.1038/NMAT3311

© 2012 Macmillan Publishers Limited. All rights reserved



Domain(wall(mo9on(
FieldN(vs.(currentNinduced(mo9on((
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torque is zero (equation  (2)), and thermal fluctuations or small 
misalignments of the layer magnetizations are needed to initiate 
the switching. This can lead to undesirable nanosecond incubation 
delays112 and broad switching distributions113. For this reason, mag-
netic tunnel junction stacks with non-collinear magnetization are 
also being intensely explored for MRAM applications114,115 as shown 
in Fig.  6b. In this case, a perpendicularly magnetized polarizing 
layer is combined with an in-plane magnetized MTJ. Geometries 
that combine perpendicular magnetized MTJs and in-plane polar-
izers are also being explored.

There has also been great interest in realizing three-terminal 
STT-MRAM bit cells in which there are separate read and write 
contacts. This is very desirable because high current densities are 
needed for writing and in two terminal devices (Fig. 6a,b) this can 
lead to a breakdown of the MTJ. Also, reading the magnetic state 
requires a current flow through the MTJ that in some instances 
can change the magnetic state, events known as read disturbs. This 
issue can be addressed by having separate read and write contacts, 
a low impedance contact for writing and an MTJ for readout. In 
Fig. 6c, current-induced DW motion is used to write data and the 
DW position (left or right of the MTJ) is read out with a MTJ. A 
disadvantage of this approach is that the bit cell is larger than that 
of a two-terminal one. However, a vertical three-terminal STT 
switch is also possible116.

Logic-in-memory integrated circuits. Because MTJs consist of 
metals and insulators and do not use semiconductors, they can be 
integrated in the interconnection layer above the semiconductor 
transistor layer. This opens up an entirely new way of designing inte-
grated circuits, employing a logic-in-memory architecture, where 
non-volatile memories are distributed over the logic plane. With 
this architecture, one can counter the recent dramatic increase in 
dynamic as well as static power consumption and interconnection 
delay, the two main obstacles that hinder the performance increase 
of the present integrated circuits. In addition to being able to inte-
grate with the interconnection, the required attributes of memories 
for this purpose are non-volatility, high endurance, high speed, scal-
ability and low-voltage operation; MTJ-based devices are currently 
the only candidate that satisfies all of these criteria. The advantages 
of this approach are; first, by employing non-volatile memory, one 
can reduce the standby power because there is no need to supply 
power when they are not in use. Second, by placing memories on 
top of the logic plane, the interconnection delay between memory 
and logic that constitutes the so-called von Neuman bottleneck 
is greatly reduced. Third, circuits can be designed in such a way 
that MTJs are part of the logic block, resulting in the reduction 
of the number of transistors involved, which reduces the power 
consumption as well as interconnection delay. Experimental circuit 
blocks integrating MTJs or its three-terminal variant with CMOS 
integrated circuits have been demonstrated117–119.

Racetrack memory. A high-density memory based on current-
induced DW motion coined as ‘racetrack memory’ has been pro-
posed and developed. Here, DWs in nanowires are generated by 
local magnetic fields, moved by current pulses, and read by sensors 
such as MTJs120 (Fig. 7). Domain walls are shifted in a controlled 
way in the same direction by spin-transfer torque generated from 
short current pulses in the nanowire, making it possible to store 
and retrieve information in nanowires. Because 10 to 100 DWs can 
be stored in a single nanowire, three-dimensional integration of 
racetrack memory is expected to offer a denser, faster, more robust 
and less expensive mass storage that may replace current hard-
disk drives. A six-bit shift register has been reported using Co/Ni 
nanowires with perpendicular anisotropy121. A racetrack mem-
ory cell array with MTJ readout integrated with complementary 

metal–oxide–semiconductor (CMOS) circuitry has also been 
demonstrated using permalloy nanowires122.

Spin logic. Novel, potentially high-performance and power-saving 
logic schemes that process information with spins utilizing spin-
transfer torques have been proposed and assessed, to meet the 
challenge of the CMOS scaling coming to an end using current tech-
nology. They range from spin-MOS transistors123 through magne-
tologic gates124,125 to spin-wave logics126. Spin-wave logic requires a 
converter from spin wave to electrical signal and vice versa that can 
be performed by spin-transfer torque78. Processing and storage of 
information can be done using magnetic materials in various ways. 
So far, however, no better electrical switch than CMOS has been 
found. Whether one can do the entire logic operation with spin-
state variables not relying on charge-based transistors or one needs 
to combine CMOS technology and spin-based logic to realize future 
systems is something that needs definite answers in the short term.

We expect current-induced torques to continue to be a very active 
area of research and development, particularly given the near-term 
commercial applications. There are also many fundamental issues as 
to the microscopic origins of the torques, their magnitudes, direc-
tions and dependence on material parameters and geometries that 
are just beginning to be explored.
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Figure 4. Graph of the time-averaged terminal velocity of the
domain wall as a function of B/Bc in the absence of the pinning
potential. (inset) In the presence of pinning, the wall velocity jumps
at the threshold field B th

pin.

4. Current-induced domain-wall motion

In this section, we study the effect of conduction electrons
on the domain-wall dynamics. The spin-transfer torque,
β-term, non-adiabatic force and the Gilbert damping are
microscopically calculated using the diagrammatic technique.

4.1. Spin torque and force due to exchange interaction

All effects of conduction electrons on the domain wall in the
ferromagnetic metal are included in the s–d exchange coupling
energy between conduction s-electrons and localized d-spins.
The s–d Hamiltonian, Hsd, is given by

Hsd = −M

∫
dr n(x) · σ̂(r), (53)

where M = JsdS with Jsd > 0 being the exchange coupling
constant and σ̂(r) = c†(r)σc(r) is (twice) the s-electron spin
density operator with c† = (c†

↑, c†
↓) being the spinor of electron

creation operators and σ being a vector of Pauli spin matrices.
To incorporate the collective coordinates, we replace n(x) by
nw(z − X(t)), then,

Hsd = −M

∫
d3x nw(z − X(t)) · σ̂(r), (54)

which are functions of the collective coordinates, X and φ0.
Adding this to the Lagrangian Lw in equation (31a), we obtain
the equation of motion for the collective coordinates as

h̄NS

λ

(
Ẋ − αλφ̇0

)
= NK⊥S2

2
sin 2φ0 + Tel,z, (55a)

h̄NS

λ

(
φ̇0 + α

Ẋ

λ

)
= FB + Fpin + Fel, (55b)

where

Tel,z =
〈
∂Hsd

∂φ0

〉

ne
= −M

∫
d3x

[
nw × ⟨σ̂(r)⟩ne

]
z
, (56a)

Fel = −
〈
∂Hsd

∂X

〉

ne
= −M

∫
d3x(∂znw) · ⟨σ̂(r)⟩ne (56b)

are called the spin-transfer torque term and the force term
[42] to be specified later. Here the bracket ⟨· · ·⟩ne represents
the expectation value taken in the non-equilibrium state, i.e.
current-carrying state of the s-electron system. Therefore our
task is to calculate the s-electron spin density ⟨σ̂(r)⟩ne in the
non-equilibrium state.

4.2. Electron system

In order to estimate ⟨σ̂(r)⟩ne, we first assume the Lagrangian
of the conducting s-electron as

LE =
∫

d3x c†(x)

[
ih̄

∂

∂t
+

h̄2

2m
∇2 + εF

+Mn(x) · σ − Vimp(r)

]
c(x), (57)

where x = (r, t), εF is the Fermi energy and Vimp(r) is the
impurity potential. Here we model that

Vimp(r) = u
∑

i

δ(r − Ri ) + us

∑

j

Sj · σδ(r − R′
j ), (58)

where u and Ri are the strength and position of the non-
magnetic impurity, which leads to the momentum relaxation,
and us and R′

j are those of the quenched magnetic impurity
Sj , which leads to spin relaxation of electron spins [66, 68].
In the present calculation, we take the average for the impurity
spin direction as Sα

i = 0 and

Sα
i S

β
j = 1

3S2
impδijδ

αβ . (59)

4.3. Gauge field method

In order to treat s-electrons in a magnetic texture such as a
magnetic domain wall, we perform a local transformation in
electron spin space and take the spin quantization axis to be
the local spin direction n(x) at each point of space and time
[86–88]. The original spinor c is transformed into the spinor a

in the new rotated frame as c = Ua, where U is a 2 ×2 matrix
satisfying c†n · σc = a†σ za. It is convenient to chose U as
U = m · σ, where

m =
(

sin
θ

2
cos φ, sin

θ

2
sin φ, cos

θ

2

)
. (60)

In this transformation, the time and spatial derivative of the
spinor,

∂µc = U(∂µ + iAµ)a, (61)

leads to an SU(2) gauge field Aµ defined by

Aµ = −iU †∂µU = Aα
µσα, (62)

In this paper, we use Greek subscripts, µ, ν, . . . , to label
components of the four-dimensional vector, 0 to label the time
component, Latin subscripts, i, j, . . ., are used to denote its
spatial components, Greek superscripts, α, β, . . ., are used
to denote spin components. All repeated subscripts imply
summation.
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Figure 4. Graph of the time-averaged terminal velocity of the
domain wall as a function of B/Bc in the absence of the pinning
potential. (inset) In the presence of pinning, the wall velocity jumps
at the threshold field B th

pin.

4. Current-induced domain-wall motion

In this section, we study the effect of conduction electrons
on the domain-wall dynamics. The spin-transfer torque,
β-term, non-adiabatic force and the Gilbert damping are
microscopically calculated using the diagrammatic technique.

4.1. Spin torque and force due to exchange interaction

All effects of conduction electrons on the domain wall in the
ferromagnetic metal are included in the s–d exchange coupling
energy between conduction s-electrons and localized d-spins.
The s–d Hamiltonian, Hsd, is given by

Hsd = −M

∫
dr n(x) · σ̂(r), (53)

where M = JsdS with Jsd > 0 being the exchange coupling
constant and σ̂(r) = c†(r)σc(r) is (twice) the s-electron spin
density operator with c† = (c†

↑, c†
↓) being the spinor of electron

creation operators and σ being a vector of Pauli spin matrices.
To incorporate the collective coordinates, we replace n(x) by
nw(z − X(t)), then,

Hsd = −M

∫
d3x nw(z − X(t)) · σ̂(r), (54)

which are functions of the collective coordinates, X and φ0.
Adding this to the Lagrangian Lw in equation (31a), we obtain
the equation of motion for the collective coordinates as
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where
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∫
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, (56a)

Fel = −
〈
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ne
= −M

∫
d3x(∂znw) · ⟨σ̂(r)⟩ne (56b)

are called the spin-transfer torque term and the force term
[42] to be specified later. Here the bracket ⟨· · ·⟩ne represents
the expectation value taken in the non-equilibrium state, i.e.
current-carrying state of the s-electron system. Therefore our
task is to calculate the s-electron spin density ⟨σ̂(r)⟩ne in the
non-equilibrium state.

4.2. Electron system

In order to estimate ⟨σ̂(r)⟩ne, we first assume the Lagrangian
of the conducting s-electron as

LE =
∫

d3x c†(x)

[
ih̄

∂
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+

h̄2

2m
∇2 + εF

+Mn(x) · σ − Vimp(r)

]
c(x), (57)

where x = (r, t), εF is the Fermi energy and Vimp(r) is the
impurity potential. Here we model that

Vimp(r) = u
∑

i

δ(r − Ri ) + us

∑

j

Sj · σδ(r − R′
j ), (58)

where u and Ri are the strength and position of the non-
magnetic impurity, which leads to the momentum relaxation,
and us and R′

j are those of the quenched magnetic impurity
Sj , which leads to spin relaxation of electron spins [66, 68].
In the present calculation, we take the average for the impurity
spin direction as Sα

i = 0 and

Sα
i S

β
j = 1

3S2
impδijδ

αβ . (59)

4.3. Gauge field method

In order to treat s-electrons in a magnetic texture such as a
magnetic domain wall, we perform a local transformation in
electron spin space and take the spin quantization axis to be
the local spin direction n(x) at each point of space and time
[86–88]. The original spinor c is transformed into the spinor a

in the new rotated frame as c = Ua, where U is a 2 ×2 matrix
satisfying c†n · σc = a†σ za. It is convenient to chose U as
U = m · σ, where

m =
(

sin
θ

2
cos φ, sin

θ

2
sin φ, cos
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2

)
. (60)

In this transformation, the time and spatial derivative of the
spinor,

∂µc = U(∂µ + iAµ)a, (61)

leads to an SU(2) gauge field Aµ defined by

Aµ = −iU †∂µU = Aα
µσα, (62)

In this paper, we use Greek subscripts, µ, ν, . . . , to label
components of the four-dimensional vector, 0 to label the time
component, Latin subscripts, i, j, . . ., are used to denote its
spatial components, Greek superscripts, α, β, . . ., are used
to denote spin components. All repeated subscripts imply
summation.
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